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ABSTRACT : This paper presents an algorithm using  particle swarm optimization (PSO) technique to solve 

economic load dispatch (ELD) problems with improved computational efficiency. The PSO technique is used 

because it consumes less computation time (C.P.U.) as compared to genetic algorithm (GA).The PSO technique 

takes less computational time per iteration. This paper also presents comparison of the cost in Rs. / hr. to 

C.P.U. time with equal swarm size and equal number of iteration for 15 runs as well as the solution for the 

convergence of the particle in search space to the global best solution point after some iteration. The solution 

for the C.P.U. time with different size and equal number of iteration is also presented. The PSO algorithm 

solves the problems with fast parameters changes as compared to other algorithm. The simulation results 

showthe performanceof the PSO technique for solving the economic load dispatch problem. 
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I. INTRODUCTION 
Most of power system optimization problems including economic load dispatch have complex and 

nonlinear characteristics with large equality and inequality constraints. The Particle Swarm Optimization is the 

best technique to solve optimization problems with less computational time for different number of iteration.The 

particle swarm optimization has better computational efficiency and population based technique developed by 

Kennedy and Eberhart in 1995 [1]. There are some parameters e.g., acceleration constants 𝑐1&𝑐2 , the inertia 

weight𝑤, maximum velocity 𝑣𝑚𝑎𝑥 , constriction factor and swarm size used in PSO technique [2]. The particle is 

defined as each candidate in PSO with randomized velocity, moves in a solution space. The PSO is called best 

solution technique because of less computational time, robust, fast for solving multi-optimal problems and also 

to solve non-linear optimization problems. The acceleration constants are 𝑐1&𝑐2set for 2.0 for all application. 

The swarm size is almost common and widely used is 20-50[2]-[3]. 

The particle swarm optimization can apply to various problems and easy to apply as compared to other 

conventional methods [4]. The PSO technique is based on the social behaviour of fish schooling and bird 

flocking [5]. To solve unconstrained and constrained problems the PSO technique is most powerful method [6]. 

The velocity of each particle is updated by the velocity equation which is used in the previous velocity [7].In 

this paper, the velocity and position of the particle is updated using the velocity and position equations 

respectively. The PSO algorithm is also used to solve multimodal problems. The most advantage of the PSO 

method is that it is fast convergent speed method. In PSO method, we need less number of parameters for 

adjustment [8]. The PSO is used as a heuristic global optimization technique. The particle swarm optimization 

algorithm is used without any mass and volume of any particle [9]. The PSO is a powerful technique to solve 

economic load dispatch (ELD) problems with less computational time as compared to other methods [10]. The 

PSO technique is also applied to solve ELD problems which are very complex and non-linear problem. 

Economic load means minimization of fuel cost or generating cost with fewer amounts of losses and higher 

power outputs [4]. 

 

II. PARTICLE SWARM OPTIMIZATION 
PSO is similar to another optimization technique with a population of random solution space. In the 

proposed study the terms 𝑝𝑏𝑒𝑠𝑡  𝑎𝑛𝑑 𝑔𝑏𝑒𝑠𝑡 have been used. The 𝑝𝑏𝑒𝑠𝑡 is the personal best and it is defined as 

the best previous position giving the best fitness value of the 𝑖𝑡ℎ  particle but not in a group of particles.The 

g𝑏𝑒𝑠𝑡is defined as best optimization solution in a swarm. There is some important key terminology related to 

PSO and defined as: 

  

Particle/agent: The single individual (bees) in a swarm 



Solution  of  Economic Load Dispatch…  

www.ijesi.org                                                                2 | Page 

𝐩𝐛𝐞𝐬𝐭:Individual position of a particle 

𝐠𝐛𝐞𝐬𝐭: Individual position of a particle for the entire swarm 

𝐯𝐦𝐚𝐱: The maximum velocity in a given direction  

Location/position: Theparticle n-dimensional coordinates 

Swarm: The entire area covered by the particle 

Fitness: The goodness value of the particle 

The important steps used in the Particle Swarm Optimization Technique for the solution of complex problems 

are as given below: 

Step 1:  Describes the solution space. 

Step 2:  Define the fitness value. 

Step 3:  Initialize Swarm velocity and position. 

Step 4:  Find the pbest and gbest solution   

Step 5:  Update the particle velocity and position. 

Step 6:  Repeat the process and find the stop criteria. 

The velocity of the particle is changed according to following equation: 

 

𝑉𝑛= 𝜔𝑣𝑛 + 𝑐1𝑟𝑎𝑛𝑑1 ×  𝑝𝑏𝑒𝑠𝑡, 𝑛 − 𝑥𝑛 + 𝑐2𝑟𝑎𝑛𝑑2 ×  𝑔𝑏𝑒𝑠𝑡, 𝑛 − 𝑥𝑛 ………… (1) 

Where, 

𝒗𝒏= Particle velocity in the 𝑛𝑡ℎ  dimensional search space 

𝒙𝒏= Particle coordinates in 𝑛𝑡ℎ  dimensional search space 

𝝎 = Inertia weight  

𝒄𝟏𝐚𝐧𝐝𝐜𝟐 =Two positive acceleration constants 

𝒓𝒂𝒏𝒅𝟏, 𝒓𝒂𝒏𝒅𝟐 = The random number functions between 0.0 to 1.0. The new coordinate is computed for 

each dimension by following equation: 

𝑋𝑛= 𝑥𝑛+∆t× 𝑉𝑛………………………. (2) 

 

The early work done using the PSO uses𝑐1&𝑐2 for eachiteration. In the proposed study the inertia 

weightvarying linearly from 0.9 to 0.4 over the run time has also been used. 

 

III. PROBLEM FORMULATION OF ECONOMIC DISPATCH USING PSO 
 The main objective is minimization of generating cost with low power losses, less computational time 

and higher generating output. The power inequalities specified in the equation (3) are satisfied while 

optimization of objective functions. 

 

𝑃𝑖
𝑚𝑖𝑛 ≤ 𝑃𝑖 ≤ 𝑃𝑖

𝑚𝑎𝑥 (𝑖 = 1, … . . 𝑛𝑔)…….. (3) 

 

Where, 

𝑃𝑖
𝑚𝑖𝑛 ,𝑃𝑖

𝑚𝑎𝑥   are the minimum and maximum generating limits for plant𝑖. 
The total power losses as function of B-coefficients is given by the equation (4) 

, 

𝑃𝐿 =   𝑃𝑖𝐵𝑖𝑗𝑃𝑗
𝑛𝑔

𝑗=1

𝑛𝑔

𝑖=1
  ………..………... (4) 

The total generating cost is defined as given in equation (5). 

 

𝐶𝑡= 𝐶𝑖
𝑛𝑔

𝑖=1
(𝑃𝑖)= 𝛼𝑖

𝑛𝑔

𝑖=1
+ 𝛽𝑖𝑃𝑖 + 𝛾𝑖𝑃𝑖

2 ... (5) 

Where, 

𝑪𝒊 = Cost function 

𝜶𝒊, 𝜷𝒊, 𝜸𝒊 =  Cost coefficient of the 𝑖𝑡ℎgenerator 

𝒏𝒈 = Total generating plants 

𝑷𝒊= The output of the 𝑖𝑡ℎ  Plant 

 

 From the solution, we find temporary variable which store the 𝑔𝑏𝑒𝑠𝑡 value. We also find the elapsed 

time or program run time with PSO algorithm. The minimum generating cost rate to meet the load demand with 

satisfying constraints can be obtained by optimization of cost function given in equation (5) as given in equation 

(6). 

𝑀𝑖𝑛𝐶𝑡 =  𝐶𝑖
𝑛𝑔

𝑖=1
(𝑃𝑖)  = 𝛼𝑖 + 𝛽𝑖𝑃𝑖 + 𝛾𝑖𝑃𝑖

2𝑛𝑔

𝑖=1
……… . . (6) 
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IV. SIMULATION RESULTS AND DISCUSSION 
In the proposed study, the PSO algorithm is used with less computational time. The PSO algorithm is 

also used for the multi-dimensional problem solutions. The economic load dispatch is the optimization problem 

which is solved using PSO technique with less computational time and number of reasonable iterations The PSO 

algorithm is implemented using Matlab software with high speed. The program is run for 15 trials with equal 

number of swarm size and iteration. The values of the accelerations constant 𝑐1&𝑐2 for standard PSO are set as 

𝑐1 =  𝑐2 =2.0. The results of computational time with different swarm size are obtained. We also compared the 

PSO technique with the GA technique in CPU time/ iteration. Finally we observed that the PSO technique 

requires less computational time as compared to the other optimization technique. 

 The comparison of CPU computational time and generation cost in Rs/hr for different swarm sizes and 

same number of iterations is shown in Table 1. Results show that the computational time as well as generation 

cost decreases with decreasing the swarm size. The comparison of computational time and generation cost in 

Rs./hr for same number of iteration and same swarm size with repetitive running of Matlab program is shown in 

Table 2. The comparison of computational time and generation cost in Rs/hr. for PSO and GA methods for 

different iterations are shown in Table 3. The results show the superiority of PSO method as compared to the 

GA method. The computational time as well as the cost is less for PSO method as compared to the GA method. 

  

 
 

 
 

 
  

The relation between nos. of iterations and cost in Rs./hr for swarm size 1 is shown in Fig. 1. Cost is 

plotted on y-axis and nos. of iterations is plotted on x-axis. The relation between nos. of iterations and cost in 

Rs./hr for swarm size 2 is shown in Fig. 2. The relation between nos. of iterations and cost in Rs./hr for swarm 

size 3 is shown in Fig. 3. The relation between nos. of iterations and cost in Rs./hr for swarm size 4 is shown in 

Fig. 4. The relation between nos. of iterations and cost in Rs./hr for swarm size 5 is shown in Fig. 5. The 

graphical relation of Fig. 1 to Fig. 5 shows that the cost decreases with increase in nos. of iterations. The 

dimensional view of the particles converging to the best solution point in the search spaceis shown in Fig. 6. 
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V. CONCLUSION 
 The economic load dispatch is the optimization problem which is solved using PSO technique in the 

proposed study with less computational time and number of reasonable iterations The PSO algorithm is 

implemented using Matlab software with high speed. The Particle Swarm Optimization (PSO) technique gives 

the𝑔𝑏𝑒𝑠𝑡value with less computational time. In the proposed study the PSO algorithm is also used for multi-

dimensional, non-linear and non-differential problems. The computational time and generation cost in Rs./hr are 

less while using PSO as compared to the GA. The computational time is also less for PSO as compared to the 

GA. The simulations results prove the effectiveness of the PSO algorithm.  
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